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In this article adaptive clustering algorithm for recommender systems is developed.
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Introduction

Recommendation systems have many advantages that make this technology attractive for users. This technology allows users to spend a little time to find the information you need on the Internet, choose the most appropriate products and services [1]. These systems are compared to data collected from different users and create a list of items recommended by the user. They are an alternative search algorithm, because they help users to find items and information that they could not find on their own. A crucial role in recommendation systems are classification algorithms – k-neighborhood, which is used in a social network user, as well as collaborative filtering algorithm. Important for improving the performance of recommendation systems is the development, exploration and use of effective methods and algorithms for clustering and classification. These methods and algorithms are used to find groups (clusters) of users with common interests and preferences [2], [3]. The aim of this article is to develop and study a method k-means, which does not require an initial set of cluster centers and the provision and allows you to search for groups (clusters) of user profiles of a spherical shape with an automatic choice of the radius of the sphere.

Method and algorithm

The most common methods of non-hierarchical clustering algorithm is k-means [4], [5], [6]. This algorithm minimizes the quality score, defined as the sum of squared distances of all points within the cluster region, the center of the cluster. The algorithm consists of the following steps.

Step 1. Selects the initial K cluster centers \( Z_1 (1), Z_2 (2), \ldots, Z_k (1) \).

This choice is arbitrary and, usually used as the initial centers of the first k sample results from a given set of information models of objects.

Step 2. At the \( l \)-step of iteration given set of information model objects are distributed objects on K clusters according to the following rule:

\[
X \in K_j \text{ if } \| X - Z_j (l) \|^2 < \| X - Z_j (l) \|^2, \quad i, j = 1 \ldots n
\]

where \( K_j \)-set of images that are part of a cluster with center \( Z_j (l) \). In the case of a tie in an arbitrary way decisions are made.

Step 3. Based on the results of step 2 are determined by the new cluster centers \( Z_j (l + 1), j = 1,2, \ldots, k \), based on the condition that the sum of the squares of the distances between all information model objects that belong to \( S_j (l), \) and new center cluster should be minimized. New centers of clusters \( Z_j (l + 1) \) are chosen in such a way as to minimize the quality measure

\[
F_j = \sum_{X \in K_j} \| X - Z_j (l + 1) \|^2
\]

Center for \( Z_j (l + 1) \) minimizes quality measure and is sample mean, defined on the set \( K_j \). New cluster centers are defined as follows:
where \( n_j \) – number of sample information model objects included in the set \( K_j \).

Step 4. If \( Z_j(l + 1) = Z_j(l), \; j = 1, K \), then STOP, otherwise go to step 2.

The quality of the algorithm depends on:
- the number of pre-selected cluster centers;
- the choice of initial cluster centers;
- the sequence of viewing images;
- the geometric features of the data.

Practical application of the algorithm requires experiments with a choice of different values of \( K \) and the initial placement of cluster centers. Select the number of clusters and the initial position is a difficult task. If no assumptions about this number, then set increasing sequence the number of clusters (2, 3, 4,...), and then compare the results. The initial location of cluster centers chosen at random. The optimality of the results obtained estimate of the distance between the centers of clusters and the number of information models in each cluster. The distance between the centers of clusters should be maximized, and the amount of information models in each cluster – the minimum. Advantages of the algorithm: ease of use, speed of convergence, clarity and transparency of the algorithm.

Disadvantages of this algorithm is the unsolved problem of the choice of the initial number and positions of the centers of clusters. We proposed a modified algorithm for the threshold which is based on the traditional threshold algorithm [5, 7]. The difference is that first defined the center of the cluster as the most remote from all other objects of the search space. Next is found the center of mass of the cluster, and it moved the center of the cluster. Next to this cluster are assigned all objects whose distance is less than or equal to the threshold \( T \). The process continues until the center is not stabilization. Points that are included in the cluster are excluded from further consideration and the final form the first cluster. After that, among the many remaining objects chosen a new center of the cluster which is most distant from all other centers and the above procedure is performed. The algorithm is executed as long as all objects are not clustered. Feature of the algorithm is that the first cluster center is chosen as the most remote of all the objects search space (step 4). The remaining centers of clusters are chosen as the most remote from the centers have already been found (step 11). The flowchart of adaptive clustering algorithm is shown in Fig. 1.

The algorithm consists of the following steps.

Step 1. Determine the minimum and maximum distance between data models of objects

\[
l_{\min} = \min \{ l_{ij} | i, j = 1, n \},
\]

\[
l_{\max} = \max \{ l_{ij} | i, j = 1, n \}.
\]

Step 2. Determine the maximum value of the threshold

\[
T_{\max} = \frac{l_{\min} + l_{\max}}{2}.
\]

Step 3. Determine the step and the initial value of threshold

\[
\Delta T = \beta \cdot T_{\max}, T = \Delta T,
\]

where \( \beta \in (0,1) \).

Step 4. Select the first point of the cluster center

\[
\mu_i = \frac{1}{\sum_{j=1}^{n} l_{ij}} \sum_{j=1}^{n} l_{ij} \mu_j,
\]

\[
\mu_p = \min \{ \mu_i | i = 1, n \},
\]

\[
Z_i = X_p.
\]

Step 5. Set the initial value of the index cluster

\[
q = 1, \; B_q = D.
\]
Step 6. Determine the set of points that belong to q – cluster that follows

$X_i \in K_q$, if $l_{iq} < T$,  

(10)

where $l_{iq} = \|X_i - Z_q\|$, $i = 1, n$.

Fig. 1. The flowchart of adaptive clustering algorithm
Step 7. Apply $k$-means method to determine the stable position of $q$ – th center of the cluster $Z_q$ and the set of points that belong to the $q$ – th the cluster $K_q$.

Step 8. Delete the set of points $K_q$ in the cluster from further consideration

$$B_{q+1} = B_q \setminus K_q, \quad n = |B_{q+1}|,$$

streamline the indexing of elements of given set $B_{q+1}$ taking into account the index of remote points.

Step 9. If $B_{q+1} = \emptyset$ then go to step 13.

Step 10. $q = q + 1$.

Step 11. Determine the next point cluster center $Z_q$ with the previous cluster centers

$$\gamma_i = \frac{1}{n} \sum_{j=1}^{n} \|X_j - Z_q\|,$$

$$\gamma_p = \min\{\gamma_i\}, \quad Z_q = X_p$$


Step 13. Increase the value of the threshold $T = T + \Delta T$.

Step 14. If $T \leq T_{\text{max}}$ then go to step 5, otherwise – STOP.

**Conclusion**

In this paper we propose an adaptive algorithm for non-hierarchical clustering which is based on $k$-means algorithm and threshold algorithm. We have developed an algorithm does not require specifying the number of initial centers of clusters, the initial position of the centers of clusters and initial threshold value.